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Abstract

Nowadays, 60% of humanity is digitally connected, implying the generation of data and 
content. In this sense, the objective of this article is to discuss the relationship between 
the concepts of Human Digital Assets and Psycho-digital Risks. The former comprises 
digital information linked to a person, and the latter is conceived as the potential danger 
arising from the interaction of people and organizations due to interaction with networked 
technologies without sufficient knowledge. Through a qualitative methodological approach 
and a documental research design, both concepts are addressed, in order to provide 
their identification, evaluation, and integration in the management of human digitization 
processes. This paper does not intend to formulate a methodology for its quantification, 
but rather to motivate and raise awareness of the need to rethink digital literacy in various 
interest groups. The conclusions allow reflecting on considering the basic aspects of both 
concepts, their relationship, and recommendations to be incorporated in organizations 
in order to minimize the risks generated in the digital space that affect our physical life.
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Activos Digitales Humanos y 
Riesgos psicodigitales. Conceptos y 
recomendaciones 

Resumen

Hoy en día, el 60% de la humanidad está conectada digitalmente, lo que implica la 
generación de datos y contenidos. En este sentido, el objetivo de este artículo es discutir 
la relación entre los conceptos de Activos Digitales Humanos y Riesgos Psicodigitales. 
El primero comprende la información digital vinculada a una persona, y el segundo se 
concibe como el peligro potencial derivado de la interacción de personas y organizaciones 
que no tienen el conocimiento suficiente para interactuar con las tecnologías conectadas 
a la red. A través de un enfoque metodológico cualitativo y un diseño de investigación 
documental, se abordan ambos conceptos, con el fin de proporcionar su identificación, 
evaluación e integración en la gestión de los procesos de digitalización humana. Este 
trabajo no pretende formular una metodología para su cuantificación, sino motivar y 
sensibilizar sobre la necesidad de repensar la alfabetización digital en diversos grupos 
de interés. Las conclusiones permiten reflexionar sobre la consideración de los aspectos 
básicos de ambos conceptos, su relación, y las recomendaciones a incorporar en las 
organizaciones para minimizar los riesgos generados en el espacio digital que afectan 
a nuestra vida física.

Palabras clave: Activos digitales humanos; riesgo; gestión; entorno digital.

1. Introduction

In 2021, 60% of the world’s 
population has access to the internet and 
55% of the population is connected through 
social networks (Kemp, 2021). There 
is an accelerated growth since the 
confinements caused by COVID-19. 
As digital connectivity advances, the 
access gap decreases and there is an 
international process of obligation in 
the use of technologies in all areas: 
commercial, labor, educational, 
administrative, banking, leisure, 
among others. Mostly from the use 
of smartphones as an inseparable 
complement used by people to access 
the wide range of services and digital 

resources (Jeffrey, 2021; Harkin & Kuss, 
2021). 

However, there is a lack about 
training society for the implications 
of being digital, although there is an 
incipient concern for digital ethics 
and responsibility (Elliot et al, 2021; 
Lobschat et al, 2021). Governments and 
companies have focused on teaching 
how to use technologies, but to a lesser 
extent on defining and addressing the 
risks of digital citizenship (Buchholz et al, 
2020; Pritika et al, 2020). In this sense, 
this article presents two concepts: Digital 
Human Assets, and that of psycho-digital 
risks derived from the conditions of a 
digitally interconnected social model. 
Methodologically, it is based on a review 
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of research, reports and policies (Hsieh 
& Shannon, 2005).

In the so-called IV Industrial 
Revolution, by Schwab (2016), the 
relationship with technologies is not only 
characterized by the interaction people 
make to communicate with each other, it 
also implies an evolution and integration 
of programs and interconnected 
technologies called Artificial Intelligence, 
or the “internet of things”. In addition 
to the creation of programs that can 
handle large volumes of information, 
which is impossible to manage by a 
person, designed to learn, predict and 
execute actions. Interactive synergies 
are established between people 
to communicate with other people, 
relationships of people with programs to 
execute actions, novelties, interactions 
of programs with other programs and 
devices connected to the Internet.

In 2020, half of the internet traffic 
was given by programs that analyze 
and manage the information we shared, 
without our participation. Countless 
profiles, behavior patterns and even 
consumer preferences are created with 
our data (Suchacka & Iwański, 2020). 
It does not depend on a person to turn 
off the system to which your information 
is connected; since it is in the cloud, 
distributed in servers, it is outside the 
relative control of the person (Junjiang, 
et al, 2021; Tao, 2008).

Here are two examples of 
incorporating programs impact with 
artificial intelligence in our lives. The 
system of a smartphones can learn 
from our routines, process information, 
make predictions and decisions. If 
your smartphone detects that you are 
systematically late for daily meetings, it 
can decide to advance the time of our 
alarm clock, if it is connected to internet in 
the same network. It could be considered 

a positive factor. 
On the contrary, there is the 

case of the use of programs for 
personnel selection in companies that 
systematically exclude them by gender, 
ethnic or sexual orientation, when they 
should focus on identifying the required 
competencies for a job. Systems that 
operate with Artificial Intelligence are not 
neutral in their data analysis. There is 
an ethical debate about its effect due to 
the biases of those who program them in 
their interpretation of reality, affecting the 
learning and decision-making models for 
which they have been designed (Ntoutsi 
et al, 2020; Paliwal et al, 2020; Srinivasan 
& Chander, 2021).

Society advances towards a 
coexistence in the physical and digital 
plane, in a hybrid and interactive way, 
what happens in one space can be 
translated into effects in the other. Digital 
life and its effects on a person daily life 
force us to think about new concepts, 
management, learning and evaluation 
methodologies in the view of integrating 
the digital space and artificial intelligence 
in the personal, social, and work sphere

Consecutively, the definition 
of digital identity is addressed to the 
context of information that we generate 
through our digital interaction. We define 
Digital Human Assets, followed by the 
concept of digital risks that emerge from 
this digital condition, and discusses 
some proposals for its management in 
organizations.

2. Identity and Human Digital 
Assets

Identity must be understood as an 
identifier of each person in a territory 
(Allende, 2020). An attempt has been 
made to define the digital territory as 
the information infrastructure under the 
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control of a state (Capurro et al, 2013; 
Mukerji, 2010). Regulatory frameworks 
on nation and citizenship, space and 
property in digital environments; the limits 
between material and moral dimension in 
which objects and data flow, are put into 
play, leading to insufficient privacy and 
security controls, consequently, a digital 
territoriality without borders (Möllers, 
2021).

The digital society presents tensions 
in the understanding of what citizenship 
is. In the states, citizenships are granted 
to people who inhabit a territory, regulated 
by a legal framework. In the digital 
territory, there are situations of illegality 
because they are not contemplated in 
the current legislations. In this territory, 
relationships can happen between 
people and artificial intelligence systems 
without sharing the same country, lacking 
borders within the same legal framework.  

The recognition of who we are 
when interacting digitally, in a globalized 
world, needs to have a digital identity that 
authenticates (identity) each individual in 
his or her relationship with cyberspace. It 
should be noted that the beginnings 
of the digital society have occurred 
through the convenient creation of 
user profiles in virtual accounts without 
the necessary correspondence, with 
physical identity. To give an example, the 
European Union is working to shape a 
certificate or digital document that unifies 
documents such as passport, driver’s 
license, medical and banking data, to 
name a few (Berbecaru, 2019).

However, the requirement is that 
all online access is usually linked to 
an e-mail account and, increasingly, 
to a phone number associated with a 
smartphone. At this moment, e-mail or 
smartphone number are means that allow 
us to access the digital space to interact 
and access services; they do not depend, 

usually, on national governments but on 
international companies.

The e-mail, unlike our name or 
identification number, is an identity 
created at the user’s choice. It depends on 
the company that validates said identity, 
allows access to it and stores information 
among other functions, as well as the 
company that provides the internet 
connection service. E-mail accounts 
are mostly free services, which are 
economically nourished by the volume 
of data we exchange. In this sense, 
there is a problem of defenselessness 
on the part of the population, when 
States require communication by digital 
means, without providing an e-mail that 
guarantees our rights and knowledge 
about the implications of its use. Any 
alteration that involves changing e-mail 
or telephone number, losing password, 
as we emphasize, linked to our gateway 
to the digital space; obliges us to review 
what services we have linked to and 
modify them so that they can locate us 
and maintain access.

To give an example, if a government 
forces to receive digital notifications, and 
the organization or person loses access 
to e-mail, it could be penalized for not 
responding to requirements to which 
it is obliged to, without the state being 
the guarantor that it will have an e-mail 
account and internet access to be able to 
respond to the requirement. Nowadays, 
to have and maintain a digital identity 
acquire a special relevance, as it is 
necessary to service access and not to 
be excluded. So how do we define and 
manage our digital identity?

2.1 Digital Identity

In the digital context, identity is 
not regulated by a country, for now. It 
consists of freely assigning yourself 
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(depending on your availability) a 
username for an e-mail account, social 
networks or registration on web pages 
or apps. This should not always be 
associated with our physical identity that 
gives us the registration of a state. Our 
digital identity, also known as digital self 
(Feher, 2021), has no physical border 
limitations because we can navigate, 
access, and consume content from 
different countries.

To own a digital identity gives 
us privileges access to services. The 
dynamics and digital relationships 
generate a new sociocultural typology, 
with effects on our behavior due to the 
consideration of anonymity by not making 
our registered physical identity explicit. It 
allows a different level of interaction than 
in person, because by avoiding physical 
exposure, no risk is perceived, with the 
consequent danger that exposure may 
entail (Aboujaoude, 2011; Suler, 2016).

For example, choosing a digital 
user like greenhorse@ / imnotdavid @ 
... is not my name and surname in my 
identity document, I do not have the 
obligation to link my official ID to my 
e-mail account. It is my digital identity, 
and it serves me as my email account, 
social networks, user on web pages, 
etc.., allows me to access and interact 
online. In this sense, digital identity 
beyond a name and identity number 
can be defined as the set of all the 
information available digitally regarding 
an individual, regardless of its degree 
of validity, its form, or its accessibility, 
which includes direct and inferred data, 
or indirect (Allende, 2020). Digitization 
cannot be considered a parallel life, but 
rather our development in which we 
establish interconnection not only with 
people, but also with bots and programs 
with which we interact and learn from 
our behavior. These range from the 

voice assistant that waits for orders or 
gives us suggestions, to the system that 
organizes the agenda. Different studies 
allude to the confusion between personal 
/ professional digital identity, and the risks 
posed by the lack of training, as well as 
the lack of research (Guraya, Guraya & 
Yusoff, 2021) 

Digital identity is an evolving 
construct. It includes, the digital 
certificate issued by governments, our 
e-mail accounts, social networks, apps 
or web pages in which, in addition to the 
data we provide when creating them, our 
behaviors when using them in the digital 
space because they are recorded. Not 
only do people create their e-mail 
accounts, but also companies can create 
them to give us access to corporate 
e-mail or certain services. Unlike 
physical identity, digital identity is 
currently characterized by discretionary 
use and less temporality than physical 
identity. We can make use of a digital 
identity for a time (an e-mail, a profile in 
networks) and discard it.

However, the information we 
generate, associated with our digital 
identity (way of being, tastes, habits 
and records), can be stored on digital 
devices, published (post, tweets) or 
tagged (another person quotes our 
user). This information can be used so 
that other people and computer programs 
can identify us and attribute some traits 
or characteristics to us without our direct 
action, and this information conditions our 
life. We then analyze your relationship 
with digital assets.

2.2 The era of Digital Assets

Digital identity allows us to have 
digital assets, resources that exist in a 
digital format, and comes with the right 
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to use (Inozemtsev, 2021). Under this 
concept, a wide range of resources 
is considered that include elements 
stored on devices, USB or online files, 
photographs, word / excel documents, 
ppt, videos, cryptocurrencies, emails, 
instant messages, software, any email 
account, (the chosen username), social 
networks, photo sharing files, websites 
and domain names (Kud, 2019; Toygar 
et al, 2013).

Digital assets are only accessible 
with a suitable program and can be 
stored on a physical device enabled to 
be container (USB or memory systems), 
as well as in the cloud. In this case, it is 
required to have access to the internet, 
and a digital user profile, linked either 
to an e-mail account, or to a code to 
verify ownership. While digital assets 
are products, our digital access has a 
subsidiary implication. Every time, we 
access the digital space, either directly 
or indirectly, they quote us in a post, 
share a photo in which we appear, and a 
digital asset related to our digital identity 
is generated.

2.3. From Digital Assets to 
Human Digital Assets

The digitization of human activity 
due to the integration of connected 
technologies generates a new 
framework and concepts such as Digital 
Human Assets (DHA). It includes the 
consequence of any action, carried out 
directly by the person, or indirectly by 
another person -the tag in a publication 
on social networks- or system -Google 
organizing information about our profile- 
that generates structured digital data of 
our profile. It becomes a product, which 
in turn can be marketed, processed 
to obtain or generate information, and 

it acquires value. The most common 
example, companies that buy profile 
data to make certain types of ads visible 
to us that match the data collected from 
our DHAs. 

Among other data, DHA can 
be considered: the physical place 
from where we connect (our travel 
routes when recorded using devices 
with GPS enabled), the website we visit 
(the time, and the content we interact 
more, less, or nothing), the publication 
of a post or product, share and rate, or 
comment on content. Generate an action 
that includes accepting the privacy and 
cookies policy or rejecting it. Every action, 
linked to a digital identity, generates 
a profile of our behavior, emotions, 
and thoughts. Those who, for different 
reasons, do not have a constant Internet 
connection, or refuse to be connected 
(mail, social networks, etc.), due to the 
fact of living in digital societies, can be 
filmed or photographed in public spaces 
by surveillance systems, or deprived by 
close people who have a greater digital 
life.

In this article, we define Human 
Digital Assets as digital records of a 
person associated with their physical, 
psychological or behaviors stored on 
the network. It has a value as they can 
be accessed and manipulated by the 
person, other people or programs. Figure 
1 shows how DHAs are supported 
by our digital identity, it is built based 
on interactions on the internet (e-mail, 
social networks); and our fingerprint and 
generated by information provided by us 
or third parties via the web, smartphone, 
or wearables (behavior, thought, image, 
audio ...). On the top, Artificial intelligence 
operates on this pillar, structuring data 
that classify us to predict our behavior.  
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Figure 1
Basis of Human Digital Assets

Some features to keep in mind:
• DHAs are associated with our digital 

identity and belong to us insofar as 
the concept of digital property can 
be interpreted. All the information 
that we generate (e-mail, social 
networks, etc.) is our property to the 
extent that we know and exercise our 
rights as individuals. Depending on 
the country of nationality, pressure 
can be exerted in international courts 
to demand control measures. That is 
the example of the European case 
for the forgotten right demanded to 
Google (Larsen, 2020), and they 
remain after our physical death, 
generating issues associated with 
their property (Conway & Grattan, 
2017).

• Our access to ownership of such 
DHAs is limited. Being stored on 
servers in the so-called cloud, as 
individuals, we do not have a de 

facto control as it is not material and 
can be hosted in different countries.

• They can be accessed by other 
people (for example, posts, that are 
commented on when we are not 
paying attention and can generate 
dialogues far from our control), or by 
artificial intelligence systems.
Examples can be posting or 

publishing a photo. Being our property in 
the digital sphere can produce reactions, 
comments, be copied, downloaded, 
edited, screenshot, etc., generating a 
projection of our digital identity, different 
from the face to face on which we 
have more control. Unlike the physical 
territory, the limits in which information is 
accessible in time or space, in the digital 
world they are diluted, which generates 
processes of abuse or violation that 
cannot be notified (Beslay and Hakala, 
2007).

DHAs intervene in the construction 
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of identity, which we call hybrid because 
it occurs in the physical and digital 
planes. We propose its development 
in two dichotomous dimensions: 
conscious / unconscious and proactive 
/ passive. Both factors have in common 
the absence of digital literacy that 
mostly affects unconscious use of tools, 
applications, and their consequences. In 
order to illustrate the implications, a 
series of examples are presented below.
1. Unconscious / passive digital 

identity. It is the information that 
can characterize a person, and it 
is configured by being the object 
of photographs, publications on 
social networks, e-mail content, 
sending of audios in messaging 
systems, by other people without 
their participation. For example, the 
case of photos and conversations 
on Instagram of a pregnancy have 
been normalized. An unborn person 
can already have data associated 
with their identity, even an 
account created in their name with 
comments, positive or negative. It is 
passive on the part of the person, for 
obvious reasons given that it does 
not intervene, and unconscious 
to the extent that those who post 
comments do not consider the 
consequences that may arise. 
Another example, when a person 

referenced years later see in networks 
that it was a trending topic for a photo, 
number of “likes” and comments, 
positive or negative, by someone who 
did not know him. This situation applies 
to any person, who even if they do not 
participate digitally, can be photographed 
/ filmed and an online discussion could 
be started about them.
2. Proactive / unconscious digital 

identity. The information we share 
with other people becomes proactive 

but unconscious. It happens when 
an underage person begins to share 
information by enabling an e-mail 
account, or the use of a connected 
device. She/He does not have 
enough knowledge to know the 
effects that the shared information 
may have without the supervision of 
an adult. Although the most frequent 
is that the web programs themselves 
detect age and impose restrictions 
(for example, YouTube channel, if it 
identifies minors, it limits access to 
comments and other functionalities).

An example of the construction 
of a proactive - unconscious digital 
is when without understanding the 
consequences, the digital profiles that 
we create such as user accounts to 
visit morally ill-considered pages. Or, 
for example, to make comments under 
another identity, without considering 
the consequences they may cause in 
the absence of a moral filter that gives 
the feeling of anonymity. By generating 
digital identities with names, other 
than physical identity, responsibility for 
actions is dissociated but, if they are 
carried out with the account registered 
on a device or smartphone, they are 
geolocated, they can be associated by 
facial and relationship recognition that 
the person maintains, facilitating their 
identification. The fallacy of feeling that 
I am not the one who says my physical 
identity, recognized by a state, by using a 
different name or nickname, increasingly 
lacks foundation and legal implications.
3. The passive and conscious digital 

identity. It happens when we 
integrate connected devices into our 
routine, such as a smartphone or 
smartwatch. Without an intention to 
record or communicate our behavior, 
it maps the path of each person 
and generates information on how 
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much we have walked, where we 
have been, where we have eaten, 
interacted (going to the movies, 
trips, etc.). We generate information 
just by carrying a device, even if we 
do not interact with it. We are aware, 
or we can be, to the extent that a 
large part of the apps provides the 
information they collect from our 
behavior and we have the option to 
disable certain records.

4.  Active and consciuous digital identity 
is any activity we establish with the 
purpose of communicating with 
people or web systems (for example, 
completing forms in exchange 
for access to information). All 
information that we do not delete 
(post, cookies, photo, account, 
etc.). While it would not be feasible 
to claim that we have full control 
of the information we share, it may 
refer to a higher level of awareness 
about what we share.

On the physical plane, our 
own identity and the social construct 
that defines us were limited to the 
interpretation and memory that people 
had of the interactions that we carried 
out in a given space. In the digital society, 
without space-time borders, information 
can be public and largely accessible by 
different people and artificial intelligence 
systems. On the digital level, the 
interactions we make, those that other 
people comment, those that collect pages 
we visit and those that we do not visit are 
recorded. This information of ours can 
be interacted with by people, without the 
participation of the protagonist. It also 
generates a series of data that is stored 
on different devices, user accounts and 
cloud platforms.

As indicated above, programs 
based on Artificial Intelligence integrate 
available information from data, can 

develop individual profiles on their 
characteristics, predict and influence 
behaviors and attitudes. Recognizing 
the DHA as the information generated in 
our interaction within the digital society, 
it becomes essential at a time when 
organizations run a large part of their 
processes using artificial intelligence.

The analysis of information that 
is carried out on the internet about our 
fingerprint, if not controlled, can affect our 
life. Issues as decisive as the analysis of 
our profile in job selection processes, 
previously commented, or the decision 
to grant us health insurance, depending 
on the analyses carried out by programs 
with our DHAs, could be affected by the 
information shared. Some examples of 
information present in the digital plane 
that affect our physical life:
1. Could a health insurer refuse to 

assist us if our devices show that 
we do very little physical exercise, 
we order high-fat food through apps 
and we have shared in a profile that 
we have family members with health 
problems?

2. In the selection of personnel, 
reviewing the information accessible 
in networks of people who choose a 
job or new position provides more 
information than a curriculum that 
we prepare. All our information, the 
DHAs available on the network, 
define and allow us to predict our 
behavior in the future, and is of 
interest to organizations. A company, 
instead of evaluating our profile by a 
summary that we present to it of our 
experience, may prefer to access 
our digital information and establish 
a prediction about what we would 
contribute to decide to hire us.
Faced with this situation, the 

question should be asked about 
the impacts derived from the lack of 
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control and knowledge over our digital 
information. We then deal with Psycho-
Digital Risks and their management.

3. From risks due to digital 
stress to Psycho-Digital Risks

One of the main changes, 
experienced between the 20th century 
and this century, in the man-technology 
relationship is that the first digital 
technologies ended their influence in our 
lives by turning off the button. Much of 
the information was printed and had no 
major impact on a day to day. Even so, 
the integration of technologies in human 
activity requires a learning period. In 
the 1980s, technostress was defined 
as “an adaptive disease caused by the 
lack of ability to deal with new computer 
technologies in a healthy way” (Brod, 
1984). The conceptualization of the 
discomfort arising from the integration 
of technologies in our lives has received 
great interest since then, although with 
more theoretical than applied studies 
(Cuervo et al, 2018).

At present, we not only refer to 
technostress from using computers, 
smartphones and programs as tools or 
means for a work purpose; digitization 
makes us receive information from 
people by mail, instant messaging and 
different social networks (Facebook, 
Instagram, twitter, among others). In 
addition, as has been presented, 
programs interact with people and 
demand attention. On the smartphone, 
with assistants such as Alexa, Siri, 
wearables, google home ... they monitor 
our activities, and run programs to ask us 
for information, or make proposals. This 
situation surpasses any other past 
technology with which a relationship has 
been previously maintained, generating 
new risks to our health and well-being.

3.1 The integration of 
technology in the absence of 
training.

The COVID-19 pandemic, for all 
intents and purposes, has been a point 
of disruption in the digitization of society, 
increasing its sphere of use. Weaknesses 
have been demonstrated in the adoption 
of technologies and the transfer of 
analogue to digital processes with risks 
that affect privacy and an increase in 
digital insecurity (Faraj et al, 2021). As 
mentioned above, the main reason is 
the absence of a regulatory framework 
and training in digital skills both in 
professional and personal aspects 
(Milenkova & Lendzhova, 2021).

The key point is who is responsible 
for training in the use of digital 
technologies. The private sector provides 
connectivity and the development 
of devices, as well as programs, but 
does not regulate their use. A function 
that would correspond to government 
institutions. Faced with this lack of 
assumption of responsibility, those 
who are teachers at different levels of 
education, from basic to university, have 
limited knowledge about the implications 
of incorporating connected technologies 
in the classroom. Technology has 
been integrated, without designing the 
mechanism to train teachers and prevent 
derived risks.

In the family sphere, with digital 
skilled parents / adults, connected 
devices (smartphones, tablets, 
computers, etc.) are given to minors 
as tools of entertainment, repeatedly 
infringing access to content up to a certain 
age. From access to unsuitable content 
to contacts with people or programs 
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(it is not known, they are only digital 
identities), which among other problems 
allows a digital profile of minors to be 
built without explicit knowledge. Several 
studies point to an increase in internet 
addiction. A problem on the rise and 
difficult to avoid although many apps 
report the time we dedicate to its use 
(Cash et al, 2012; Zimmermann, 2021).

In short, being digital is a condition 
for an increasing population, and given 
the lack of training it requires a risk 
analysis.

3.2 Psycho-digital risks

Starting from the DHA, do you 
imagine that a person has access to all 
the information generated since having 
an e-mail, social networks, or messaging 
systems? It would be difficult to store all 
that information even when much of it 
has been deleted or remains on devices 
that are no longer in use.

Do you know how many times you 
have been tagged, mentioned in a post, 
or featured in a photo taken by other 
people? Once we publish a photo, or a 
post, there may be people talking about 
that digital asset, without already having 
a direct link. Without having intervened 
or carried out any other activity that could 
have given rise to register comments. 

In this way, we define psycho-
digital risks as the real or potential 
damages that the management of their 
DHA can cause to a person. Following 
the hybrid identity scheme according to 
DHA, psycho-digital risks occur in the 
continuum of proactive dimensions - 
passive, conscious and unconscious.
• Conscious - unconscious. They are 

given in a conscious way, to the 
extent that there is knowledge of 
the impact of each action we carry 
out in a digital context. We can 

consciously publish a post, send 
audios whose information outside 
the original sender - receiver channel 
can be reinterpreted, biased, and 
used to give a negative image 
of us. Unconscious refers to the 
consideration of keeping anonymity 
in networks by not making use of 
our physical identity data. Visiting 
web pages for searching information 
generates a pattern of behavior, 
which due to ignorance may be 
assumed that other people will not 
have access to it.

• Proactive - Passive Mode. They are 
carried out by the same individuals 
through actions with digital tools, or 
originated through data manipulation 
by other individuals or by artificial 
intelligence systems. In a pro-active 
way, we broadcast information in 
each virtual interaction. In the same 
way that passively happens when 
carrying a smartphone, geolocated 
information of the places through 
which our moves are recorded.
The intersection of both dimensions 

facilitates four measurement scenarios, 
which, when properly structured, allow 
the elaboration of a risk map and the 
taking of measures that, based on digital 
literacy, mitigate their impacts.

The recognition of areas in which 
psycho-digital risks may occur is key 
to avoiding problems with a negative 
effect. Identifying the spaces for digital 
interaction is a necessary first step 
to have information on possible risks 
and measures to be taken. We put two 
examples, to facilitate understanding.

Media such as YouTube have 
developed platforms for sharing videos at 
convenience subtitled, with the purpose 
to become viral. Not necessarily being 
negative, the fact that millions of views 
are produced may cause the content 
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to be commented on, or modified in its 
sense, without the author and original 
messages having any relation to what 
happens later. This is the case of a young 
man who in 2008 was interviewed by a 
journalist. In the year 2021, the interview 
with him is subtitled with references to 
any other topic under the generic name 
of “Dimitri realizes ...”. The protagonist 
was not named Dimitri, and what is 
known is that due to the pressure caused 
by the use of his image, he abandoned 
all social networks (Russian News Clip, 
2008 Dimitri Finds Out | Know Your 
Meme ). In this case, both the interviewer 
and the interviewee were not aware of 
what could be derived from this fact.

Another recent case is that of a 
lawyer from a county in Texas, USA, 
during an online connection to hold a 
trial. The computer was previously used 
by another person, and in its interaction 
for connecting to the trial via zoom, it 
appears with a filter that superimposes 
a cat on its image. Before the audience, 
what appears is a cat speaking, and 
after expressing his ignorance of how to 
remove the filter, he manages to express 
“I’m not a cat”. Judge Roy Ferguson 
(February 9, 2021), awares of the 
impact it would have on him, shares the 
recording on social networks. Within a 
few hours, the lawyer receives hundreds 
of calls, his image is used to make 
thousands of memes, t-shirts and have 
an ephemeral international digital life.

The videos become DHA, a digital 
part of their lives, decontextualized and 
out of control of their actors. You can 
cause personal harm in the digital plane 
by overexposing your image, comments 
and mockery; also in the physical world 
in their personal and professional 
environment to be recognized and 
questioned as the involuntary author of 
a fact considered comic. Both videos 

continue to generate views, comments 
and reinterpretations. 

3.3. Psycho-digital risks in 
organizations.

This last point refers to a particular 
area. Organizations, public and private, 
that, for the most part, have interpreted 
digital transformation as the acquisition 
of technology and programs to be 
competitive, more efficient, reduce 
costs or respond to market demands 
(Kamaljeet, 2021). However, there are 
still few studies on psychosocial risks in 
digitization (Williams, 2020).

Various investigations address 
digital fatigue, or burnout, produced by 
person - device or program interaction, 
and the consequent anxiety, frustration 
or exhaustion in learning how to use it. In 
addition to the time of using computer 
screens or smartphones (Leonardi, 
2020). Although the devices themselves 
integrate more and more applications 
that allow us to know the time, we 
dedicate our attention to interacting 
(Zimmermann, 2021). Without an 
adequate evaluation of the human 
factor, a series of primary risks such 
as technostress have been assumed, 
facilitating errors that affect cybersecurity, 
or cyber scams, whose consequences 
translate into negative effects and 
high costs for organizations. The high 
incidence of human error cannot hold 
people exclusively responsible, given 
that they have not been adequately 
prepared (Agazzi, 2020; Cains et al, 
2021; Hijji & Alam, 2021; Neigel et al, 
2020; Sánchez-Teruel, 2016).

In this regard and referring to 
psycho-digital risks, this article goes 
beyond the so-called psychosocial 
risks. It focuses on the digital identity 
and DHA of each person who is part of 

http://creativecommons.org/licenses/by-nc-sa/3.0/deed.es_ES
https://www.produccioncientificaluz.org/index.php/rvg
https://translate.google.com/translate?hl=es&prev=_t&sl=es&tl=en&u=https://knowyourmeme.com/memes/dimitri-finds-out
https://translate.google.com/translate?hl=es&prev=_t&sl=es&tl=en&u=https://knowyourmeme.com/memes/dimitri-finds-out


Tello de la Torre, Claudia; Martí-Noguera, Juan José, Vanesa Perez 
Digital Human Assets and Psycho-digital Risks. Concept and recommendations____

24 • Esta obra está bajo una licencia de Creative Commons Atribución-CompartirIgual 4.0 Internacional (CC BY-SA 4.0)
https://creativecommons.org/licenses/by-sa/4.0/deed.es     https://www.produccioncientificaluz.org/index.php/rvg

Twitter: @rvgluz

an organization. When hiring a person 
or incorporating digital technology, 
all the available information of each 
person, accessible or stored on the 
network, presents an organizational risk 
by interconnecting with the personal 
baggage of each member of the 
organization. From social and personal 
networks such as Facebook or Twitter, 
professionals such as LinkedIn, and in the 
use of corporate e-mail for professional 
or personal purposes, etc. Delimiting 
personal / professional aspects in the 
digital space does not currently have a 
model. It usually tries to save itself by 
including notes such as “the opinions 
expressed in this account are personal.”

The problem is that the information, 
generated by the person as DHAs are also 
associated with the organization, and vice 
versa. An organization can be criticized 
for the digital behavior of a member, 
such as a person cataloged for working 
in a certain company. Risks increase in 
intangible aspects (reputational risk), as 
well as tangible ones (cybersecurity risks 
and the reaction of interest groups).

Analyzing the DHA of each 
member and evaluating their psycho-
digital risks allow organizationally to 
identify, evaluate, and integrate them 
into the management strategy through 
concrete and measurable actions. The 
definition of an organization’s digital 
strategy cannot be limited to integrating 
technology and training in its use, but also 
to identifying its individual consequences 
and collateral effects.

4. Conclusions

According to what has been 
developed in this article, the impacts 
derived from the digital condition 
generated by the DHAs, exceed the 
individual capacity to manage them, 

and implicitly carries on psycho-digital 
risks. Due to the complexity they present, 
we point out the urgency of defining a 
governance model, with an emphasis 
on analyzing DHA, describing and 
evaluating risks, as well as designing the 
means for managing the digital condition.

Regarding the objective of this 
paper, it can be clarified that it is not 
intended to be exhaustive on the subject, 
but to contribute both to the discussion 
of the causes and effects, as well as 
to the assessment of the risks of the 
different digital environments. In this 
sense, promoting the understanding and 
study of DHA and its relationship with 
pre-existing vulnerabilities put at the 
center the analysis of new processes of 
interaction and interrelation of individuals 
with digital technology and their identity 
beyond legal, historical and philosophical 
structures.

To finalize this first conceptual 
approach, we formulate a question: What 
are your DHAs and what risks do they 
present?  And we recommend considering 
three aspects for your individual or 
organizational implementation:
1. Identify DHAs related to you. If it is a 

company, with each person related 
to the organization. Structure the 
information in a matrix.

2. Establish indicators for monitoring 
and control DHAs in relation to the 
risks they can cause in order to be 
identified.

3. Include a digital scoreboard that 
makes it easier for the person 
to monitor the evolution of their 
DHA, facilitating the organizations 
with whom the associated risk 
management is linked.
It is necessary to design training, 

according to the implications of digitizing 
ourselves, as human society and 
organizations, defining those responsible 
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for digital transformation, aimed at the 
people who are part of the organization, 
as well as its stakeholders.

The new etiquette that defines us is 
not how we dress, or what neighborhood 
we live in. It is how we build and manage 
our DHAs.
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